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Executive Summary 
This document provides guidance on what to consider when designing and imple-
menting integrated safety and security management in Seveso plants. The guid-
ance cover different aspects of management including a) recognition of the context 
of organisation, b) leadership, c) planning, d) support, e) operation, f) performance 
evaluation and g) improvement. These aspects are derived from High-Level Struc-
ture, which has been formulated by the International Organization for Standardiza-
tion (ISO) in order to structure their management standards. The aspects comprise 
a continuous development cycle: plan - do - check - act, which is an important part 
of management. 

Integrated management refers to connecting, coordinating and combining safety 
and security management activities in order to exploit synergies and to resolve con-
flicts between them. Understanding and recognising their similarities and differ-
ences, and their intertwined nature is essential for carrying out integration. 

Integration may be implemented in structures and functions, and it promotes the 
creation of a new integrated culture, which also needs to be managed. Structural 
integration, for example, combined organisational units or documented integrated 
system (structures), forms a stabilising framework for the integration of operations, 
but it does not automatically create an integrated management. Integrated opera-
tions are formed by common activities, and interactions are required for integrated 
management; therefore, the promotion and improvement of the integrated opera-
tions are key tasks in integrated management. Integrated management also has an 
important role in the creation of integrated safety and security culture, which in-
cludes a shared understanding about the proper ways to integrate safety and secu-
rity in operations. Integrated culture extends the effect of integration above the 
planned and instructed operations. 

The effective integration of activities requires motivation. There is both a need for 
and expected benefits from integration. The need stems from increasing cyberse-
curity threats concerning the plants involving major chemical hazards, and the man-
agement of such threats requires an integrated approach. Increased threat is based 
on the rapid digitalisation, i.e., use of new digital technologies in chemical plants. 
The benefits of integration also include convenience, improved safety and security 
performance, resource optimisation, and increased resilience. It is important that 
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the management of an organisation understands the need and benefits and com-
municates them to the personnel. Moreover, the importance of integration should 
be evident in different management activities. 

The potential activities, in which safety and security management could be com-
bined include, for example, risk assessment, incident reporting, emergency man-
agement, change management and informing the public. A joint risk assessment 
could include joint identification of security threats and major accident scenarios, 
joint risk evaluation, including both aspects, and means of prevention affecting both 
safety and security. The same system may be used for reporting safety and security 
incidents and, moreover, both safety and security implications may be examined 
when the incidents are analysed. States of emergency and change are critical for 
both safety and security, and it is important to manage them while taking into ac-
count an integration aspect. Safety and security trainings may be combined, which 
makes it also natural to handle the integration viewpoint. There is plenty of infor-
mation, which is relevant for both safety and security management. Conflict may 
arise due to different information management premises of safety and security man-
agement. Safety benefits from open information sharing, which is also required to a 
certain extent. On the other hand, security management controls and limits the avail-
ability of information. Integrated information management policy and practices are 
needed to avoid and overcome conflicts. 

Safety and security are intertwined topics, comprising both common and different 
aspects. Both specific safety and security knowledge and integrated management 
are needed. Simply combining and communicating between safety and security do-
mains is not sufficient due to the intertwined and complex nature of present safety 
and security issues. A new integrative mind-set is required in the future. 
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1. Introduction  
The digitalisation of work and work processes in different industry sectors bring with 
them new safety and security challenges. Modern factories are constantly investing 
in automation, allowing factories to operate autonomously, without direct control of 
operators. Complicated automation and lack of operators present at a plant limit 
opportunities to find out what actually is happening at the plant.  For a long time, 
chemical plants were not connected to networks, but now, in the interests of sim-
plicity of management, certain installation parts are being connected to the internet 
(Steijn et al., 2016). As a result, cybersattacks within the safety-critical chemical 
industry can cause severe safety threats, such as explosions. The probability that a 
control system belonging to such sectors is attacked - and successfully so - is now 
higher than ever. These systems are historically not designed with cybersecurity in 
mind; in fact, it was not the intention to have them connected to the internet. Mali-
cious cyber activities can exploit such unwanted and unforeseen vulnerabilities to 
damage the integrity of control systems in order to destroy data, shut down plants 
or to sabotage a firm’s operations and, in the worst case, trigger an explosion that 
would likely harm workers and local residents. 

Where chemical plants are concerned, the dangers of cyberattacks on physical 
infrastructure, including SCADA (Supervisory Control and Data Acquisition) and ICS 
(Industrial Control Systems), are very real, growing and frightening. One example 
is an attack on a plant of a Saudi Arabian petrochemical company (Perlroth & 
Krauss 2018).  The attack was deliberately targeting the plant to trigger an explo-
sion. The only thing that prevented an explosion was “a mistake in the attackers’ 
computer code”, one which the investigators believe the hackers have “probably 
fixed by now”. It is more important than ever, as these examples show us, that com-
panies handling dangerous chemicals have better knowledge of the security impli-
cations for the safe operation of their work processes and functioning of its assets. 

 
The aim of an attacker may be to cause damage for terroristic purposes or for 

revenge because of experienced mistreatment. On the other hand, the primary aim 
might not be to cause damage, but to threaten damage purely for financial benefit 
by blackmailing. Blackmailing for money seems to be an increasingly more potential 
motivation for a cyberattack, since the knowledge and tools enabling anonymous 
hacking are easily available for anyone who wants to get “easy money”. So far, 
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blackmailing as a result of cyberattacks has mostly been focused on sensitive infor-
mation that has been threatened to be exposed to competitors, for example. How-
ever, when the sensitive information is better protected, blackmailers may move to 
use the threat of physical harm. Causing some minor harm to show that the threat 
is real is a part of the blackmailing concept. If the blackmailers are not real experts 
of the plant, they may cause more severe harm than they actually aim to. Instead of 
just stopping the plant, they may cause actual damage, e.g., an explosion. 

This publication presents guidelines for the integration of safety and security 
management in high-risk chemical industries. Integration of management systems 
is not a new topic. Health, safety, environment and quality management have com-
monly been integrated as an HSEQ management system. Many chemical plants 
have committed to the Responsible Care® programme, which combines health, 
safety, security and environmental topics under the company responsibility theme. 
They have produced, for example, a specification for a Responsible Care Manage-
ment System® and Responsible Care Security Code.  However, these guidelines 
aim to provide guidance for a more profound and knowledgeable integration of 
safety and security management. 

Safety and security issues may very much intertwine, especially in chemical and 
process plants having major accident potential. Such plants are regulated by the 
so-called Seveso directive (Directive 2012/18/EU). Since any of these so-called Se-
veso plants have the potential to cause extensive harm to their environment (safety 
issues), they are also potential targets for intentional attacks (security issues). The 
main goal of both safety and security management is to prevent unwanted events. 
Therefore, to a certain extent, integrated management is essential. In addition, 
safety and security management apply similar means and practices. Integrating and 
coordinating these practices may make overall safety and security management 
more effective by improving the impact and saving the resources. 

Safety and security issues and management also have a very essential differ-
ence in their nature: security deals with intentional attacks towards the plant, while 
safety deals with accidental incidents. Therefore, certain means and activities of 
safety and security management are very different, and they will remain as such. In 
such cases, the integration means connection of different means and activities as 
an effective overall safety and security management, taking into account both as-
pects. In some cases, the difference between safety and security causes conflicts 
in management activities, for example in information sharing and in leadership 
based on trust and an open atmosphere. The integration of safety and security man-
agement should also identify these conflicts and resolve them as effectively as pos-
sible.  

Reasons why cybersecurity should be considered an important topic, especially 
on the agenda of safety-critical sectors, e.g., Seveso plants, include: 

1. Increase in threat: cyberattacks are increasing every year and they are rap-
idly becoming more sophisticated and focused on specific purposes. 
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2. Changes in the sector: innovations, such as internet of things (IoT), artificial 
intelligence and collaborative robots, may create new cyber risks and vul-
nerabilities. 

The benefits of integration include improvements to security performance and 
risk management, increased compliance, accountability for cybersecurity issues, 
the institution's ability to function properly in unsafe environments, increased pro-
cess efficiency (lower costs), increased confidence and morale among staff and 
students, improved reputation among the public, legislators and financers, and 
lastly, increased security awareness. The costs of integration mostly involve time 
investments.  
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2. Scope 

 
This document provides guidance on what to consider when designing and 

implementing integrated safety and security management (IMSS), with a specific 
focus on key technological, individual or human, and organisational aspects that 
are necessary to create and maintain optimal safety and security. It is specifically 
aimed for Seveso plants, but can be applied by any organisation to improve their 
safety and security management system to enhance major accident prevention. 
These guidelines are not mandatory and do not negate obligations on license 
holders pursuant to the Seveso Directive or national legislation, nor any other 
regulatory obligations and any individual license conditions. 

The primary target group for IMSS guidelines comprises Executive Boards and 
line managers in the area of safety and security. The integration aspects pre-
sented here also offer viewpoints for development of legislation and supervision 
practices where it seems appropriate. Furthermore, IMSS potentially provides a 
basis for internal and third-party assessments (based on self-audits, peer reviews 
and external audits). 
It is important to emphasise that this document does not provide a complete in-
tegrated safety and security management (system) framework, but identifies 
some of the success factors intended as footholds for chemical companies to 
enable structured, integrated safety and security management. In this view, the 
organisations should strive for introducing a suitable management system based 
on established standards and requirements of legislation, for both cybersecurity 
and safety in general, and ICS security in particular. 
 
 

The scope of these guidelines is to support the integration of safety and security 
management in Seveso plants by highlighting relevant topics and introducing prac-
tical solutions. It builds on current practices of safety management and (physical 
and digital) security management, which currently are typically more or less sepa-
rate. 

The management subjects handled in this guideline document are derived from 
the ISO High Level Structure (HLS)1 for management systems’ standards. The HLS 
is intended for all future management systems standards to ensure consistency and 
smooth integration with other management systems. The underlying philosophy of 
the HLS structure is the existence of a plan-do-check-act cycle at both the opera-
tional and strategic levels. HLS includes the following management topics: 1. 

 
1 HSL was introduced in 2008 for ISO standards in line with further harmonisation purposes of 
standards, such as ISO 9001 (quality), ISO 14001 (environment), ISO 27001 (information se-
curity) and ISO 45001 (occupational safety and health). HSL is introduced in Annex SL and 
Appendix 2 of the ISO/IEC Directives, Part 1 (Consolidated ISO Supplement – Procedures 
specific to ISO). 
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Scope, 2. Normative references, 3. Terms and definitions, 4. Context of the organi-
sation, 5. Leadership, 6. Planning, 7. Support, 8. Operation, 9. Performance evalu-
ation and 10. Improvement. This forms a framework for these guidelines. 

The guidelines have three premises:  
1. Merged scenarios, in which process disruptions or unsafe situations are the 

result of cyber disruptions (i.e., through hacking, malware or signal disrup-
tions). These have become increasingly more likely and require integrated 
risk management. 

2. A similar nature of safety and security management as prevention of un-
wanted incidents and harm have led to the use of similar approaches, tools, 
means and practicalities in both safety and security management. Integrat-
ing these provides the possibility to improve both the impact and resource 
efficiency of safety and security management  

3. A very essential difference between safety and security in their nature is 
that security deals with intentional attacks towards the plant, while safety 
deals with accidental incidents. Therefore, certain means and activities of 
safety and security management are very different, and they will remain as 
such. This may also cause conflicts between safety and security manage-
ment activities. In such cases, integration is implemented by connecting dif-
ferent means and activities as effective overall safety and security manage-
ment and resolving conflicts by taking into account both aspects. 

Integration includes connecting, coordinating and combining safety and security 
efforts, looking for synergies and resolving conflicts. 

Safety and security issues may very much intertwine, especially in chemical and 
process plants having major accident potential. Since any of these plants have the 
potential to cause extensive harm to their environment (safety issues), they are also 
potential targets for intentional attacks (security issues), thus merging accident and 
security attack scenarios. Similarities in safety and security management make this 
merging of scenarios and risk assessment possible and reasonable. 

Safety and security management have certain similarities. Security and safety do 
share the common aim of protecting people, the environment and assets. Safety-
critical assets tend to be also security-critical assets (but not necessarily vice versa). 
Moreover, where security measures are applied for their protection against a range 
of credible attack scenarios, the same approach is followed in safety cases for as-
sessing and mitigating the risk across a range of major accident scenarios. Similar-
ities form a basis to look for benefits by applying synergies in integration. Having a 
common approach to security and safety would introduce consistency and, if inte-
grated, would naturally identify and manage conflicts, as well as realising efficiency 
savings. An integrated management aims to avoid ambiguity and to deliver effi-
ciency savings for those barriers that deliver a combination of safety and security 
measures. 
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Safety and security have also profound differences though. Safety is about pre-
venting unwanted events as a result of natural anomalies and disasters, or tech-
nical, organisational or human failures. Security is about preventively resisting de-
liberate disruption. This intentional character determines the distinction between se-
curity and safety. It has also led to different approaches taken by safety and security 
practitioners. Security tends to be more prescriptive than the risk-based practice of 
safety, and communication around security tends to be on a need-to-know basis, 
whereas safety emphasises widespread, open communication based on trust and 
sharing best practices. Integration includes reconciling these differences. Differ-
ences between safety and security are presented in Table 1. 

 

Table 1. Overview of different characteristics attached to safety and to security 
(Reniers et al., 2011) 

Safety Security 
The nature of an incident is an inherent 
risk 

The nature of an incident is caused by a 
human act 

Non-intentional Intentional 
No human aggressor Human aggressor 
Quantitative probabilities and frequencies 
of safety-related risks are available 

In the case of less-common security risks 
(e.g., terrorism), only a qualitative (expert-
opinion-based) likelihood of security-re-
lated risks may be available 

Risks are of rational nature Threats may be of symbolic nature 

 
These differences have implications to integration. The implications are briefly 

introduced below, and the rest of this document provides guidelines on how to take 
these differences – as well as synergies – into account in different management 
subjects.  

Both safety and security management require continuous work, but the nature of 
this work is different. Continuous safety management is fighting against natural de-
terioration of human and technical systems and management of changes. Once the 
hazards have been identified, they are often considered to be relatively stable over 
time. Security management is fighting against a potential intelligent attacker, who 
actively searches for vulnerabilities and means to by-pass any newly established 
protection. The attacker may search vulnerabilities from the target they have espe-
cially selected for some reason, or the vulnerable target in general.  

Both safety and security management use risk assessment but with certain dif-
ferences. For security-based events, only qualitative probabilities of occurrence are 
available. But for safety-related events, quantitative probabilities and frequencies 
are available through databases for different scenarios. (Villa, Reniers, Paltrinieri & 
Cozzani, 2017). In a safety assessment, the likelihood of specific technical and - 
even - human failures can be estimated on quite a reliable basis, and the related 
risk level can be assessed even quantitatively. Security risk assessment needs to 
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focus more on the most serious consequences and the most critical vulnerabilities. 
It monitors changes in all kinds of security threats on a more general level regionally. 
National and international prevention of terrorist attacks greatly rely on the identifi-
cation of potential activists and the monitoring of them. The interaction between 
security risk parameters (Khakzad,et al. 2018) are depicted in Figure 1. 

 

Figure 1. The interaction among the security risk parameters 

The same information may be relevant for safety and security management. In-
formation confidentiality is both a specific aim of security and a strong component 
of its culture. The malicious nature of the risks under consideration, including the 
fact that threats can have their origins from outsider attacks and insider sabotage, 
explains this. In safety, transparency and broad access to information are most of-
ten sought (Pietre-Cambacedes & Bouissou, 2013). This difference may cause con-
flicts. Resolving such conflicts is included in the agenda of integration.  
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3. Normative references 
The structure of this document is derived from ISO High-Level Structure for ISO 
management standards. However, the aim of this document is not to set such struc-
ture as norm, but to make it easier for the companies who follow the ISO standards 
to apply these guidelines.  

There are standards concerning several aspects safety and security manage-
ment available. Appendix A includes a non-comprehensive list of such standards.  

Requirements of effective legislation should definitely be followed, and they over-
ride any guidance presented in this document in case of conflict. The Seveso di-
rective, and the related national regulation, is especially relevant in this context. 
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4. Terms and definitions 
For the purposes of this document, the following terms and definitions apply: 

Escalation factors (CGE): conditions that lead to increased risk by defeating or 
reducing the effectiveness of barriers. 

Hazard is the intrinsic property of a dangerous substance or physical situation, with 
a potential for creating damage to human health or the environment (Seveso III Di-
rective) 

Incident: unwanted event related to either safety or security 

Information technology (IT): the technology involving the development, mainte-
nance, and use of computer systems, software, and networks for the processing 
and distribution of data (Merriam-Webster, 2021) 

Integrated Safety & Security Management: connecting, coordinating and combin-
ing safety and security management activities in order to exploit synergies and to 
resolve conflicts. 

Integrated Safety & Security Culture: the dimension of organisational culture, 
which deals with integrated safety and security management. 

Leadership is a process of social influence in which a person can enlist the aid and 
support of others in the accomplishment of a common task (Chemers 1997). 

Major accident: an occurrence, such as a major emission, fire, or explosion, result-
ing from uncontrolled developments in the course of the operation of any establish-
ment covered by the Seveso III Directive, and leading to serious danger to human 
health or the environment, immediate or delayed, inside or outside the establish-
ment, and involving one or more dangerous substances. (Seveso III Directive) 

Management system: a system composed by management activities for an organ-
isation. Management is a set of activities directed at the efficient and effective utili-
sation of resources in the pursuit of one or more goals (Van Fleet and Peterson, 
1994). Safety management is for the pursuit of safety and security management 
respectively for security.  

Operation: an organised activity that involves several people (Oxford Dictionary). 
In this context, it especially refers to how the activity actually comes true as a dis-
tinction with the related plans, instructions or process descriptions. As a manage-
ment approach, operation means putting the plans into practice.  

Operational Technology (OT): hardware and software that detects or causes a 
change, through the direct monitoring and/or control of industrial equipment, assets, 
processes and events. 
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Organisation: in this document, an organisation refers to a Seveso plant consisting 
of a group of people that has its own functions with responsibilities, authorities and 
relationships to achieve their objectives.  

Policy: a deliberate system of principles to guide decisions and achieve rational 
outcomes. A policy is a statement of intent and is implemented as a procedure or 
protocol. Policies can assist in both subjective and objective decision making. Poli-
cies to assist in subjective decision making usually assist senior management with 
decisions that must be based on the relative merits of a number of factors, and as 
a result are often hard to test objectively, e.g., work–life balance policy. In contrast, 
policies to assist in objective decision making are usually operational in nature and 
can be objectively tested, e.g., password policy. (Wikipedia) 

Risk: the effect of uncertainty on objectives (ISO 31000). In the cases of safety and 
security risks, objectives are to manage safety and security. (The ISO definition of 
risk is problematic in the sense that it does not distinguish the risk concept from how 
it is measured. The concept is so tied to the formulation of objectives. However, risk 
exists despite the formulation of objectives, and risk should be possible to define 
and describe without referring to objectives. (Aven and Ylönen 2019)). Risk is the 
possibility of an unfortunate occurrence (SRA Glossary 2018). The SRA Glossary 
states that the risk concept needs to be distinguished from how it is measured. 

Risk assessment: the overall process of risk identification, risk analysis and risk 
evaluation.  Risk identification includes description of issues that might help or pre-
vent an organisation in achieving its objectives - in this context, safety- and security-
related issues. A risk analysis defines the risk level of identified risks. A risk evalu-
ation involves comparing the results of the risk analysis with the established risk 
criteria to determine where additional action is required (ISO 31000). Alternatively, 
risk assessment is a systematic process to comprehend the nature of risk, express 
and evaluate risk, with the available knowledge (SRA Glossary 2018). Definitions of 
the previous terms and their relationships vary in different contexts. Terms in this 
document are used according to ISO definitions, but they are not in conflict with the 
definition by the SRA presented above.  

Safety: the expectation that a system does not, under defined conditions, lead to a 
state in which human life, economics or the environment are endangered (CCPS). 
Safety risks comprise the events, which are unintentional by their nature. 

Safety Barrier (Sklet, 2006): physical and/or non-physical means planned to pre-
vent, control or mitigate undesired events or accidents 

Process safety: a disciplined framework for managing the integrity of operating 
systems and processes handling hazardous substances by applying good design 
principles, engineering and operating practices. (CCPS) 

Security: a condition that results from the establishment and maintenance of pro-
tective measures that enable an organisation to perform its mission or critical func-
tions despite risks posed by threats to its use of systems. Protective measures may 
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involve a combination of deterrence, avoidance, prevention, detection, recovery and 
correction that should form part of the organisation’s risk management approach. 
(NIST SP 800-37 Rev. 2). Security threats are intentional by nature. 

Cybersecurity: a body of technologies, processes and practices designed to pro-
tect networks, devices, programs and data from attack, damage or unauthorised 
access. Cybersecurity may also be referred to as information technology security 
(De Groot, 2020). 

Information Security: protecting information and information systems from unau-
thorised access, use, disclosure, disruption, modification or destruction in order to 
provide— (A) integrity, which means guarding against improper information modifi-
cation or destruction, and includes ensuring information non-repudiation and au-
thenticity; (B) confidentiality, which means preserving authorised restrictions on ac-
cess and disclosure, including the means for protecting personal privacy and pro-
prietary information; and (C) availability, which means ensuring timely and reliable 
access to and use of information  (NIST SP 800-66 Rev. 1). 

Physical Security: refers to the physical protection afforded to an organisation’s 
functions and resources, including their employees, information, assets and clients 
in the context of security. 

Security breach: when the physical site or the digital system is accessed without 
authorisation. 

Vulnerability: a state of a certain system or installation which increases a threat 
success probability. 
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5. Context of the organisation 

 
Guiding principle: “Both external and internal issues that influence the organi-
sation need to be determined. External issues include things such as legal, tech-
nological or cultural, and may be international, national or local. The internal in-
cludes things like values, culture and knowledge. The interested party needs are 
to be understood as well as the scope of the management system.” 
 
 

These guidelines focus on plants, where dangerous chemicals may be present 
(e.g., during processing or storage) in quantities that can cause major accident risk 
for their environment. Safety management of those plants are regulated by the so-
called Seveso Directive (Directive 2012/18/EU). This Directive forms a strict bound-
ary for the management and operation of Seveso plants. The focus of the Seveso 
directive is on the prevention of accidents; intentional security threats are not in-
cluded in its scope. However, there is a debate between regulators in different coun-
tries and at the EU level on whether intentional major hazards should be included 
in the regulation under the Seveso Directive. Different EU countries also have dif-
ferent practices on how major accident-related security issues are taken into ac-
count in inspections.  

In the EU, there is not a similar regulation concerning security management – 
neither physical, nor cybersecurity. The security-related regulation, which obliges 
industries, focuses on the protection of employees’ or citizens’ physical integrity and 
privacy. These are relevant for safety and security management integration, but they 
are not the main focus of these guidelines. 

There are different standards specifying and guiding security management, such 
as the ISO 27000 series concerning information security management. Other rele-
vant norms and standards are listed in Appendix A. 

5.1 Understanding the organisation and its context 

Due to its dangerous chemicals, the Seveso plant always has the potential for major 
damage. This can be caused both unintentionally and intentionally, and the conse-
quences to human health or the environment can be severe. This makes the plant 
an attractive target for terrorism or blackmailing. However, the Seveso directive de-
fines the potential hazard only according to the amount and degree of hazardous-
ness of the chemicals at the plant.  

In order to take into account the overall risk of intentional incidents, the plant 
management should identify and assess how the operational surroundings affect 
the likelihood of such an incident. A wide variety of factors should be taken into 
account in predicting the likelihood of an attack, including, but not limited to, (i) the 
general history of threats and attacks to similar targets – locally, regionally, nation-
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ally and internationally – (ii) site-specific record of attacks, (iii) capability and poten-
tial actions of attackers (threats), (iv) motivation and intent of attackers and (v) at-
tractiveness of the chemical facility in the eyes of attackers (Khakzad, et al. 2018). 
Factors affecting attractiveness include, for example: 

• Size and importance of the company: media visibility and financial standing 

• Reputation of the company: who are the “enemies” 

• Location near residential area or other potentially vulnerable, important and 
valuable targets  

• Political environment and general safety and security culture 

• True and believed strength of protection: attackers look for easier targets 

• Common knowledge and awareness of the chemical and its hazardousness: 
is the chemical itself a subject of common fear, and is it recognised by po-
tential attackers? 

The University of Bologna has reviewed 369 security-related incidents recorded 
in open source databases2. Error! Reference source not found. presents different 
attack modes, which have caused 35 realised loss of containment incidents in the 
chemical and petroleum sector.  

 

Figure 2. Fishbone diagram showing attack modes which have caused 35 realised 
final scenarios (loss of containment) (Iaiani & Tugnoli, 2020). 

 
 
 

 
2 Repository of Industrial Security Incidents (RISI database); Analysis, Research and Infor-
mation on Accidents (ARIA database); Major Accident Reporting System (eMARS database); 
E.U. Concawe; Dechema ProcessNet; Infosis ZEMA; E.U. EGIG and the Global Terrorism 
Database (GTD). 
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The incidents include 16 cyberattacks with six different attack mechanisms:  
• Buffer overflow attacks: an attack aimed at overwriting parts of memory data; 

• Denial of Service attack: an attack aimed at making a machine or a network 
resource unavailable; 

• Code overwriting attack: an attack aimed at reprogramming parts of the soft-
ware code (e.g., attack to program logic controllers - PLCs); 

• Ransomware attack: an attack aimed at publishing the data contained in the 
target machine or perpetually block access to it unless a ransom is paid; 

• Wiper attack: an attack aimed at wiping the hard drive of the target machine; 

• Spyware attack: an attack aimed at gathering information about a person or 
organisation. 

The reference of these 16 incidents is given in Appendix B. Cyber threats on 
process facilities are confirmed as an actual risk and credible attack scenario within 
current publicly available databases. The number of these seem to have significant 
growth after the year 2000. Process shutdown is a frequent scenario; though only 
two major events were recorded. Economic losses due to asset damage and/or in-
terruption of productivity is by far the more frequent final outcome suffered by the 
affected chemical and petrochemical facilities. No injuries and fatalities are reported 
for cybersecurity-related incidents. The scenarios mentioned here describe actual 
cases proving a real connection between cybersecurity and process safety. These 
scenarios require an integrated management approach especially, but an integrated 
risk assessment should not be limited only within the realised cases.   

Industrial Control System (ICS) is a matter of life and death in most modern 
chemical plants - it is the key to all process operations. They are increasingly ex-
posed to external cyber threats because of the increasing connections outside of 
the plant. ICS includes safety systems preventing harm in the case of technical fail-
ures or human errors. The safety systems need to be overridden if intentional harm 
is aimed to be caused. Those ICS infrastructures need to be protected against direct 
and indirect attacks to prevent major accidents. 

Industrial Control Systems are often put into use for decades. As a result, many 
older systems still contain limited or very few cybersecurity measures. At the time 
they were developed, there was no threat of cyberattacks on these industrial envi-
ronments. Moreover, given the often-high requirements with regard to stability and 
continuity of ICS for the production process, it is often difficult, if not impossible, to 
roll out patches and updates on these systems. Additionally, ICS are increasingly 
connected to the internet for remote management and monitoring purposes without 
adequate security measures being implemented in all cases. This fact, together with 
the major impact that a successful attack can cause, makes ICS in chemical plants 
an attractive and relatively easy target for cyberattacks. The purpose of cyberat-
tacks ranges from theft of intellectual property to sabotage from state interests or 
disgruntled employees. The Federal Office for Information Security in Germany, in 
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cooperation with industry partners, has compiled a list of the top 10 security threats 
for industrial control systems (BSI 2016). The threats include: 

• Social Engineering and Phishing 

• Infiltration of Malware via Removable Media and External Hardware 

• Malware Infection via Internet and Intranet 

• Intrusion via Remote Access 

• Human Error and Sabotage 

• Control Components Connected to the Internet 

• Technical Malfunctions and Force Majeure 

• Compromising of Extranet and Cloud Components 

• (D)DoS Attacks 

• Compromising of Smartphones in the Production Environment. 

Starting from a primary attack, an attacker can penetrate further into the systems 
with subsequent attacks using and creating new vulnerabilities. 

5.2 Understanding the needs and expectations of the related 
parties 

It is worthwhile to understand the needs and expectations of relevant parties con-
cerning safety, security and their integration. The relevant parties in the case of a 
Seveso plant include, at least: 

• Societal viewpoint and authorities 

• Persons working and visiting a plant 

• All (other) involved parties (citizens, municipality, industrial, commercial and 
non-commercial parties, etc.) 

Involved parties include those, who may affect safety or security of the plant, or 
who may be affected (directly) by the plant – typically neighbouring parties and the 
parties with whom the plant interacts. If the needs and expectations about integra-
tion of safety and security management differ from the implementation of the inte-
gration, this may lead to misconceptions or conflicts threatening safety or security. 
Thus, it is good to take into account the different needs and expectations in integra-
tion or, at least, in communication and interaction with these parties. 

In Europe, the control of major-accident hazards involving dangerous substances 
is regulated by the Seveso III directive (Directive 2012/18/EU), related national leg-
islations and supervision by national authorities. This represents societal safety re-
quirements but not requirements against intentional actions related to major acci-
dent hazards (at the moment). Obviously, the requirements for safety management 
can’t be compromised when integrating safety and security management. Even 
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though the management of an intentional origin of a major accident is not so evi-
dently regulated, it is by no means meaningless for society.   

For safety, the EU Machine Directive (Directive 2006/42/EC) requirements 
should also be applied. This includes specified safety integrity level (SIL) or perfor-
mance level (PL) as part of the design phase of the plant and factory acceptance 
test (FAT) by the Operational Equipment Manufacturer or machine builder. 

5.3 Scope of integration 

The Seveso plant determines the range and applicability of the integration of safety 
and security management. The following aspects should be considered in doing so: 

• The internal and external topics stated in Chapter 5.1;  

• The needs stated in Chapter 5.2. 

Integration activities focus on the joint handling of safety and security, when it is 
beneficial or even essential. For example, including both safety and security issues 
in a combined risk assessment helps to find common, uncontradicted risk manage-
ment solutions. Joint safety and security training could also help in understanding 
both viewpoints in relation to each other. This may help to avoid the confusion be-
tween trust and suspicion, which are typically linked to safety and security manage-
ment in different ways. For example, highly educated professionals who are respon-
sible for ensuring safety of very risky activity might sometimes find it difficult to ac-
cept tight security control focused on them.   

Integration also includes taking into account different requirements of safety and 
security management. For example, confidentiality or even secrecy is a key ap-
proach in handling security sensitive information; whereas, safety nearly always 
benefits from open information sharing. It should be determined which safety-re-
lated information is also security sensitive. In the case of such information, an opti-
mal compromise, which guarantees the security and allows the use of this infor-
mation for safety purposes, should be developed. This may require, for example, 
accurate determination and management of the access to the information. However, 
this must not limit the required use of the information. 

It is possible to differentiate various levels of integration. These are structural 
integration (e.g., high-level structure of ISO standards provide a possibility to inte-
grate different safety and security standards in the management systems), proce-
dural or process-related integration (e.g., integration of safety and security man-
agement procedures, or integration of safety and security in risk assessments) and 
cultural-level integration (requires similar mindset, shared understanding, beliefs 
and values with regard to safety and security aspects). Cultural-level integrations 
would be the deepest way to integrate safety and security (Jørgensen et al., 2006). 
Structural integration is a visible concrete effort. However, it easily remains just put-
ting things together without real connections if integration does not include func-
tional (procedural or process) dimension. Cultural integration extends the integra-
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tion in all relevant activities at best. In principle, cultural integration does not neces-
sarily require (formal) structural or procedural/process integration, but they 
strengthen it. Integration of safety and security cultures are further dealt with in 
chapter 5.5. 

Furthermore, integration can be strategic, by creating common goals in terms of 
preventing losses, deriving from both safety and security. A systems engineering 
perspective to integration would emphasise strategic integration and focus on iden-
tifying and controlling system vulnerabilities that would contribute to overall system 
functioning. (Young and Leveson 2014).  

The question of integration becomes more complex when moving from a com-
pany to multicompany contexts, such as industrial parks. 

5.4 Integrated Safety and Security Management System 

The Seveso plant may develop, implement, maintain and continuously improve 
IMSS in line with this guideline. The seven main components of a management 
system include the following: 1) context of the organisation, 2) leadership, 3) plan-
ning, 4) support, 5) operations, 6) performance evaluation and 7) improvement. In-
tegration aspects concerning these main components are presented in this docu-
ment. If there is any specific reason, the management system may include other 
main topics or have a different structure.  

Integration aims to recognise and, where practicable, take into consideration any 
synergies between safety and security but also considers potential conflicting re-
quirements, when implementing measures to improve safety and security out-
comes. 

Integrated Safety and Security Management includes communication between 
safety and security sectors, building a common understanding and mutual activities 
handling safety and security topics in an integrated manner. This should be taken 
into account in all management components. 

The integration should be done in a systematic manner. This includes the appli-
cation of a plan-do-check-act cycle at both the operational and strategic levels. Plan-
ning, documenting and ensuring that the system is running is important, but it is just 
as important to follow up on whether integration works and to carry out corrective 
actions if it does not. Especially in the beginning of the systematic integration, it is 
fruitful to have specific integration goals, which will be monitored as other manage-
ment goals. The integrated safety and security management system needs to be 
periodically updated based on changes in the state of the art, legislation and regu-
lations and (social) context. The integration aspect is one specific viewpoint in up-
dating. These guidelines aim to help in the systematic approach.  

At a strategic level, integration may concern the context analysis, leadership and 
performance evaluation. The strategic level is facilitated by the proper assignment 
of responsibilities and authorities within the organisation. At the operational level, 
this concerns the planning, operations and continuous improvement. The opera-
tional level is facilitated by the availability of various resources for support, such as 
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budget and competences. These levels are connected in the translation of policies 
developed by leadership into practical actions, taking risks and opportunities into 
consideration. 

An integrated management of safety and security should be understood as a part 
of the superordinate or integrated management system of a company. However, 
safety and security are more tightly interconnected with each other than other man-
agement aspects, like quality (which is equally connected with everything). There-
fore, it is important to solve the integration of these two aspects with each other in 
addition to the integration of the strategic and operational management of the plant 
and company. If the organisation has separate certified management systems, in-
tegration should be included in them. This means that the effects of any change in 
one management system to another management system should be examined from 
the integration viewpoint. 

Different approaches towards IMSS can be taken. The EMC² project suggested 
a concept of interaction between the expert teams from the safety and the security 
domain as depicted in Figure 3. In this concept, safety and security domains are 
separate. Combined or integrated approaches are also possible. 

 

Figure 3. Safety & Security Co-Engineering (EMC2 Project Consortium, 2017) 

According to this picture, safety and security teams are expected to do a risk 
assessment of their own, using existing methodologies within their own domains. 
Compatibility and conflict identification and resolution activities are carried out fur-
ther down the risk assessment process with regard to the safety and security 
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measures defined during individual risk assessments. For both domains this re-
quires taking into account existing legal requirements, requirements from standards 
that apply to installation and components to ensure safety or security with the cor-
rect classification levels are applied for certification purposes (see Appendix A for a 
non-exhaustive list of relevant standards, best practices and - legislative - refer-
ences). 

The following points represent useful suggestions for integration: 
• Create permanent forums where IT experts and process safety, industrial 

automation and control safety experts can co-create a common understand-
ing of converging risks. 

• Ensure that IMSS is a regularly recurring topic of discussion with your chain 
partners and suppliers. The chain is only as strong as the weakest link. In-
clude cybersecurity levels of processes, products, services and employees 
in your agreements. Also, make agreements about how to deal with inci-
dents. Regular meetings help keep this topic on the agenda. As a result, 
awareness and safe behaviour increase. 

• Make development decisions based on a preliminary study, a (project) plan 
and a cost-benefit analysis (or business case). Determine which managers 
need to be involved in this process, how the management expresses its sup-
port and whether any external involvement here is necessary. Make sure 
you have structurally relevant information so that you can make risk-based 
assessments. Determine, what do you mainly invest in, and what risks do 
you accept. Consider the economic interests, the public function, depend-
ences, and the (digital) security and safety. 

• Assign the proper authorities and responsibilities to safety and security spe-
cialists, including the Chief Information Security Officer (CISO) or a similar 
position, who has an essential advisory role to the board and is charged with 
formulating and monitoring the physical and digital information security pol-
icy. The CISO should, therefore, operate independently within your organi-
sation and report directly to the Board of Directors. 

• Appoint a portfolio holder to the board. The portfolio holder and the CISO 
define the goals and frameworks, facilitate implementation and monitor the 
progress and enforcement of the IMSS policy. This ensures that the other 
directors are not released from their responsibilities. 

• Make sure that IT and OT managers act together. They set an example for 
bringing the domains closer together and a first step in that direction. A first 
step in forming a team can be initiating joint consultations between the IT 
and OT team. The initiation of joint consultation between the IT and OT team 
can be a first step in training the integrated approach to IMSS. 

• Create a pool of people who can step in for each other. Make sure that IT 
and OT knowledge can be applied by several people in this pool. 
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• Guarantee IMSS as an annual business objective. Management facilitates 
the sharing of experience and knowledge on this topic with other companies 
or supply chain partners.  

• Use audits to use the possible vulnerabilities as a starting point to bring IMSS 
to the attention of management. 

• Define and monitor your IMSS key performance indicators (KPIs) to sustain 
adequate IMSS performance. 

• Seek out operational information (good and bad news) critical for effective 
IMSS.  

• Recognise the potential for perverse incentives in the IMSS. 

5.5 Safety and security cultures 

An organisation's culture defines the proper way to behave within the organisation. 
This culture consists of established shared beliefs and values and is reinforced by 
leaders or emerges by repeated practices. Culture ultimately shapes employee per-
ceptions, behaviours and understanding. Organisational culture sets the context for 
everything an enterprise does. Organisational culture describes common under-
standing and affects the behaviour of the personnel, but does not completely deter-
mine it. Safety culture represents safety related aspects of organisational culture, 
and security culture represents security related aspects of organisational culture. 
Both of them have multiple definitions of their own. 

Safety and security cultures in an organisation may determine the attitude to-
wards the other - for example, that the other is less important. If so, the integration 
requires additional effort to overcome this problem. Safety and security manage-
ment in general also have their own cultures or traditions, which are maintained by 
education and collaboration with experts of the same domain. These cultures have 
certain differences, which have been introduced above. 

There are different understandings of organisational cultures. The anthropologi-
cal understanding of organisational culture emphasises the emerging nature of cul-
ture and the difficulty to steer it, whilst the instrumental understanding of culture 
stresses that the culture can be steered. Organisations can, for instance, structure 
their activities, allocate resources and affect processes in ways that are beneficial 
to safety or security directly, and, in addition, promote a shared understanding and 
values. 

If safety and security cultures are disturbing each other, every effort should be 
made to overcome this. Such efforts also induce changes in cultures. The following 
actions, for example, have been suggested (Huang & Pearlson 2019):  

1. Identify the values, attitudes and beliefs you want to cultivate to drive cyber-
secure behaviours 

2. Put someone in charge of building the cyber-security culture 
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3. Use marketing campaigns to clearly communicate the corporate values and 
beliefs you want cultivated in your organisation. Make it fun and engaging. 

4. Educate the staff (increase awareness and self-efficacy), while not only fo-
cusing on compliance. 

5. Engage/challenge the whole organisation to find ways to become more 
cyber secure. 

6. Create your roadmap to increase maturity. 

Interface between safety and security – especially cybersecurity – in the chemical 
sector has several historically grown challenges: 

• Cultural differences; 

• Traditional organisational separation; 

• Lack of integration in design process; 

• Lack of adequate coordination during facility operation; and 

• Inadequate, non-existing regulatory guidance. 

In the nuclear industry, the same challenge has been faced earlier.  However, 
IAEA (2010) decided that safety culture and security culture should not be merged 
into one and should not oppose each other, but reinforce one another. They recog-
nised that specific attributes in some areas related to nuclear safety and nuclear 
security may lead to conflicts in the implementation of the relevant activities, as is 
the case with ICS in the chemical industry. This conflict should be managed by 
proper coordination of the methods and approaches, and operating practices 
through the research reactor lifetime.  

The list below is based on the IAEA (2010) document on how to address the 
challenges of the interfaces between security and safety culture: 

• Expectations 

• Use of authority 

• Decision making 

• Management oversight (periodic audits) 

• Involvement of staff 

• Effective communication 

• Improving performance 

• Motivation (and attitudes). 

5.5.1 Maturity approach 

One approach to examine safety or security culture is to determine the maturity 
level. The model based on five levels is commonly used for safety culture. The levels 
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represent subsequently improving safety (management). The idea of different ma-
turity levels is basically the same in different references, even though the levels 
have different titles: 

• Level 1: Emerging, Basic, Unmindful, Pathological  

• Level 2: Managing, Reactive, Transitional 

• Level 3: Involving, Planned, Calculative, Systemic 

• Level 4: Cooperating, Proactive 

• Level 5: Continually improving, Resilient, Generative, Leading, Progressive 

The level of commitment (of an organisation and individuals) increases from “no-
one cares” via “experts or management takes care” to “everyone cares”. Planning, 
proactivity and continuous improvement increase step by step from the basic reac-
tive level in these models.  

The similar models have been introduced for information security, too. After an-
alysing eight different information security maturity models, Karokola et al. (2011a) 
suggested the following five-step model (other titles from the analysed models are 
in brackets): 

• Level 1: Undefined (Policies, Blind trusting, Blissful ignorance, Responding 
to basics, Initial, Complacency, Functional) 

• Level 2: Defined (Procedures, Repeatable, Awareness, Building protections, 
Basic, Acknowledgement, Technical) 

• Level 3: Managed (Implementation, Defined, Corrective, Security pro-
gramme, Capable, Integration, Operational) 

• Level 4: Controlled (Testing, Managed, Operations excellence, Maintaining 
security, Efficiency, Common practice) 

• Level 5: Optimised (Integrating, Maintenance, Optimising, Continuous im-
provement, Strategic) 

There are certain similarities within these safety and security models, but also a 
significant difference. The safety culture maturity models do not suggest that organ-
isations should target different levels depending on their safety risk level; they sug-
gest that the higher level is better for every organisation. The security maturity 
model that Karokola et al. (2011a and 2011b) suggests binds the maturity levels 
with the security targets and security risk environment of the organisation: the lower 
the security targets, the lower the maturity level. Different levels introduce increas-
ing requirements for security management measures and increasing embed-
dedness of security into the organisational culture. 

Despite this apparent difference, it is clear that high maturity of safety culture is 
more important for a high-safety-risk organisation like a Seveso plant. The higher 
safety risk level should also require higher security maturity, especially focusing on 
attacks aiming to exploit the high hazardousness of the plant to cause or threaten 
major damage. 
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Several approaches can be used to assess the current level of maturity regarding 
safety and security culture and the various underlying factors. However, normally, 
safety or security culture assessment does not examine relationships to the other 
domain. Therefore, an integrated assessment method would be useful. 
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6. Leadership 

 
Guiding Principle “Top management needs to demonstrate leadership, through 
polices and by ensuring that the right responsibilities and authorities are commu-
nicated and understood. They also have to promote discipline across the organ-
isation” 

 
 
Leadership is a process of social influence in which a person can enlist the aid and 
support of others in the accomplishment of a common task (Chemers 1997). The 
management of an organisation has the natural status and responsibility to lead 
employees according to the organisation’s values and goals. When an organisa-
tion’s intention is to establish integrated safety and security management, this 
should show up in leadership performed by the management. 

Leadership includes direct statements about an organisation’s will (like policy) 
and goal setting and performance indicators, as well as indirect indications related 
to management actions, like resource allocation, task and authority assignments, 
decisions and other exemplary personal behaviour. Management actions naturally 
also have a direct effect on enabling and directing action towards and according to 
the desired goal. Leadership also includes the constructive handling of critiques to-
wards a goal or the means planned to gain the goals. Leadership is building organ-
isational culture - building a common understanding about what is important within 
the organisation.  

The leadership role of management also extends to involving stakeholders out-
side the organisation: customers, suppliers, partners, authorities, the public etc. 
Power to influence external stakeholders is normally weaker than inside the organ-
isation. However, it is important to take the external stakeholders into account, since 
they may either disturb or support management in leading the organisation. 

To facilitate the integration of safety and security management, top management 
takes responsibility to lead employees towards such an objective. In doing this, they 
should also take into account the indirect effects the management actions have on 
employee viewpoints. Management encourages and supports collaboration be-
tween cross-discipline domain experts (technical and social / behavioural; safety 
and security). They should also demonstrate the importance by committing their 
own time to promote collaboration and trust-building across the organisation. In or-
der to get subordinates to respect integration efforts, it is important that manage-
ment understands and can communicate the need and the benefits gained by the 
integration of safety and security management. 

A required change in mind-set, because of a changing risk landscape, should be 
within the scope of leadership. Risk landscapes are changing due to increasing dig-
italisation and use of AI tools in the high-risk industries, leading to the interconnect-
edness of IT and industrial automation and control systems. This interconnected-
ness makes ICS, which have been historically closed systems, susceptible to cyber-
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security interferences. Changing risk landscapes means the convergence of pro-
cess-safety, physical security and cyber-security risks, which may lead to major ac-
cidents. This change calls for a change in people’s mindsets, and this is a key sub-
ject driving the integration of safety and security management. Leadership should 
support this change of mindset. 

6.1 Leadership and commitment 

People choose to act if they are committed; vice versa, if people do not act, they are 
not committed. Employees cannot read the management’s minds, but they can read 
their behaviour. Management should visibly indicate their own commitment to IMSS 
by including the topic in management activities and communicating it openly within 
the organisation. For example, both safety and security, including an integration 
aspect, could be included in the agenda of board meetings. Formulating, implement-
ing and enforcing the IMSS policy is an evident indication of commitment. Employ-
ees may also commit to integration without management’s example if they see it as 
feasible, but an example helps. Demonstration of commitment is not a one-off action 
but a process requiring continuous attention. Leaders should be seen as models for 
safe and secure behaviours equally and taking care of the integration aspect. 

Contradictions between safety and security management may lead to poor com-
mitment in either of these, in specific situations or in general. Therefore, identifying 
and solving such conflicts are essential. Conflicts may be related to practices, like 
in situations where a person cannot follow both the safety and security rules and 
has to choose one or the other, or compromise. On the other hand, recognition and 
the aim to solve such conflicts can be a strong motivator for employees to commit 
to integration. 

Conflicts may be related to:  
• Transparency of information: safety management prefers open information 

sharing and security management tends to limit information sharing. If the 
same information is relevant for safety, but also security sensitive, a conflict 
arises. A conflict may be concrete, e.g., leak of security-sensitive infor-
mation. It may also be related to trust and mistrust: if people have no access 
to information, they feel that they are not trusted. The limitations for access 
to security-sensitive information are certainly needed. Transparency is 
needed to clarify who has access and who does not, and why. The limitations 
for access should be carefully considered - placing limitations “just in case”, 
without an actual reason, will deteriorate confidence in the system. 

• Trust and mistrust: security checks indicate mistrust towards competent pro-
fessionals who have heavy responsibilities in taking care of the safe opera-
tion of safety-critical systems. From the security management point of view, 
these are the people who especially should be checked since they have the 
most power to do harm. From a safety point of view, they are the people who 
need to be the most trusted and should be the most respected. This conflict 
may be resolved if these professionals could be convinced about their status 
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as role models for the security topics, too. Different views on trust and trans-
parency may also cause conflicts in cooperation between safety and security 
professionals. In such cases, management can take the leadership role to 
promote cooperation by moderating different viewpoints, building mutual un-
derstanding and expressing equal respect. 

• Blamelessness: There is a long tradition in blaming and punishing people 
about both their unintentional errors as well as intentional offences. Safety 
management has struggled to build the blameless culture for decades in or-
der to ensure all errors are reported. The same could apply for security man-
agement, even though security issues always involve intentionality some-
how. Similarly, there can also be the intentional breaking of safety rules. Es-
sentially, the conflict arises between blaming and punishing those who have 
intentionally made an offence and not blaming those who have unintention-
ally made an error. This is the same for safety and security, but in security 
management, the culture of blaming is still more common. There security 
management could learn from safety management. 

• Awareness and appreciation: people find safety issues, which may eventu-
ally hurt themselves, closer than security issues that mainly would hurt the 
company. In cases where security threats focus directly on people, the em-
phasis is turned around, like in the work of security guards. The same stands 
for process safety and occupational safety, where occupational safety may 
get more emphasis on the floor level and process safety on management 
level. The unbalance between safety and security appreciations may lead to 
a limited awareness of either one: poor management decisions if safety and 
security investments are competing, and in the case of conflicting safety and 
security rules. The inherent difference between the appreciation of safety 
and security management may mean that either of them would require more 
leadership in order to obtain a balanced state. Balanced appreciation is a 
necessity for the integrated management of safety and security. The balance 
should show up in different management aspects, like job ratings, attention 
and support for different domains. Showing the link between safety and se-
curity and building integrated management itself supports this.  

Common to safety and security management is a certain cautiousness, need of 
continuous attention and questioning of current solutions and personal and others’ 
assumptions and practices in the name of safety and security. It should be made 
clear that these are not expressions of mistrust against employees or management, 
either personally or professionally. Any honest action should be acknowledged, and 
the management should set an example. This is a challenging task of management. 

Generally speaking, safety and security experts and managers of different do-
mains communicate with each other at different degrees. Health, Safety, Environ-
ment and Quality Management (HSEQ) are commonly combined in a joint manage-
ment system. However, the IT department, which usually is responsible for cyber-
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security, is quite often separate even from the industrial control system manage-
ment. Thus, integrating cybersecurity and process safety management may require 
additional attention and leadership by the management, in addition to practical ar-
rangements for systematic communication and collaboration, in order to prevent 
cyber-based process safety issues. Management should credibly state the need 
and benefits of collaboration. Management may also encourage and make it possi-
ble for people to learn and work in other domains. 

6.2 Integrated safety and security policy 

Principles to guide decisions are included in a policy. It is a statement of intent, and 
is implemented as a procedure or protocol. When the management defines integra-
tion policy, they should remember that integration is not a goal as such, but the goal 
is a more effective safety and security management by means of optimal integration. 
It should also be ensured that the policy is in line with the organisation's objectives. 
Management is responsible for defining the policy, but it is advisable to listen to 
employees when it is defined. The policy should be available as an officially ap-
proved document, and the management should communicate the integrated policy 
to employees and other stakeholders as appropriate, and make it available to the 
public. 

The framework for the integration policy and a systematic step towards integra-
tion is the combination of separate safety and security policies. The policy, which 
includes principles of safety and security management and takes into account the 
specific needs of each, can be called as an integrated safety and security policy. 

As an example, the Responsible Care policy for chemical companies has been 
specified to include the following topics (American Chemistry Council, 2013): 

1.1 Senior management shall develop, document and implement a policy for the 
organisation that recognises Responsible Care, and shall communicate it to em-
ployees and other stakeholders as appropriate, and make it available to the pub-
lic.  

1.2 The policy shall be relevant to the nature, scale and impact of the organisa-
tion’s operations, products and processes.  

1.3 The policy shall set a framework for establishing and reviewing Responsible 
Care goals, objectives and targets and shall include a commitment to continual 
improvement.  

1.4 The policy shall include a commitment to comply with legal and Responsible 
Care-related requirements to which the organisation is subject or subscribes.  

1.5 The policy shall promote openness with stakeholders.  

1.6 The policy shall reflect a commitment to the Responsible Care Guiding Prin-
ciples.  
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1.7 The policy shall be supported by a demonstration of visible leadership, com-
mitment and involvement from senior management and other levels of the or-
ganisation with respect to Responsible Care 

The Responsible Care programme gathers safety, security and other responsi-
bility topics under a common “umbrella”. However, this policy does not include the 
integration aspect which would be key content in an integrated policy 

The integration aspects in the policy include, at least 
• Taking into account both safety and security viewpoints in all management 

activities, looking for synergies, conflicts and the need to keep them separate 
(that is, all topics included in these guidelines)  

• Treating safety and security equally 

• Identifying, analysing and preventing incident scenarios, which combine 
safety and security threats. 

6.3 Organisational roles, responsibilities and authorities 

Management ensures that the responsibilities and authority are assigned to the rel-
evant roles and are communicated across the organisation. The integration aspect 
should be clearly present in determination of roles, responsibilities and authorities 
in the organisation. The most important are as follows: 

• The integration aspect is included in each relevant role 

• People know that integration is their responsibility, and they know how to 
take integration into account in their work, and 

• People know and trust that they have the authority to work for integration. 

One specific responsibility for all members of an organisation should be to identify 
and report deviations from integration and conflicts between safety and security, as 
well as to propose improvements. There should be a system to handle this in the 
organisation - including the related different roles and responsibilities.  

Safety and security specialists - including information security managers and 
specialists – play a key role in integration: if they do not recognise their role and 
responsibility on integration, integration cannot be realised.  

In addition, there may be the need for the specific role(s) of an “integrator”, who 
looks after how the integration proceeds. For example, an integration portfolio 
holder may be appointed to the board. The portfolio holder, together with safety and 
security specialists, prepare the goals and frameworks, facilitate implementation 
and monitor the progress and enforcement of the IMSS policy. Although, this will 
not release the other directors from their responsibilities, and in the end, the board 
should make the decisions.  

There may also be the use for an integration specialist who is not actually (in a 
role of) a safety or security specialist, but understands both aspects and helps to 



 

37 

find integrated solutions in practice. The ability to cooperate with a safety and secu-
rity specialist and to mediate different viewpoints is important in this role. 

Communication is an important part in getting roles and responsibilities recog-
nised. Communication structures between relevant parties should be clearly defined 
and actively used. The management should clearly communicate the determined 
roles, responsibilities and authority - integration as a part of other duties. They 
should also listen to the possible employee criticism, since this may reveal conflicts 
between safety and security management. 
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7. Planning 

 
Guiding Principle “A risk-based approach is required to address threats and 
opportunities, and to ensure the management system can prevent or reduce un-
desired affects. Objectives and plans are to be developed and cascaded through 
the organisation, including responsibilities and time frames.” 

 
 
The risk-based approach should extend through all company planning and manage-
ment, and safety and security management play key roles in it. The risk-based ap-
proach in planning should be based on the realisation that the safety and security 
incidents and activities are related. The aim of the integration of safety and security 
management is to improve the overall risk management. That means more effective 
prevention of undesired events from both safety and security viewpoints. In some 
cases, people think that the means of prevention make their work more difficult. In 
such cases, integration is also an opportunity to make the prevention more fluent 
and even to support the work. 

This Planning chapter includes three sections: 7.1 Actions to address risks and 
opportunities, 7.2 Integration objectives and planning to achieve them and 7.3 Plan-
ning of changes. The first section handles integration aspects in different risk-man-
agement activities. The second section handles planning for implementation and 
promotion of integration. The third section handles the integration aspects in man-
agement of change. 

7.1 Actions to address risks and opportunities 

Risk assessment and risk treatment are the natural meeting points of safety and 
security. This includes: 

• Incident scenarios connecting security and safety issues: typically, the inten-
tional causing of an accident, but also weakening of security protection be-
cause of an accident. 

• Safety and security measures influencing each other. The influence may be 
both positive and negative. The former means that the measure serves both 
the safety and security purpose or they strengthen each other. The latter 
means that the measures disturb each other. 

The consequences of a security breach can have direct implications on the ef-
fectivity of single or several Information Technology – Operational Technology (IT-
OT) barriers at once. A single cyberattack can also cause diverse risk propagation 
and damaging the IT-OT system further down on different timescales (directly or 
dormant - the latter requiring more activities to cause any damage). Therefore, the 
protection objectives and plans should transcend that of individual incidents, IT-OT 
components and interfaces.  
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The relationships between incidents also need to be identified and taken into ac-
count during the risk assessment. A cyberattack on one of the actors in the supply 
chain of a chemical cluster can have direct consequences for the other parties in 
the chain and for the chain as a whole due to the strong interdependence. In a 
chemical cluster, there may also be chain effects resulting from a chain scenario 
due to the interconnectedness or interdependence between different companies 
(Nunen, Reniers and Swuste, 2019). A chain scenario is cluster-specific and can 
occur when nearby companies use the same facilities. This may concern utilities 
(such as electricity, steam, water, gases) but also, for example, joint import or export 
of raw materials and products. In addition, it may also be the case that a company 
depends on the processes of other nearby companies for its functioning (in other 
words, they make use of each other's product flows). In the event of a successful 
cyberattack on one of the actors in the chain, this can have direct consequences for 
the other parties in the chain and for the chain as a whole. 

Risk assessment and its integration depend on the plant and its context (topics 
in chapter 5.1) and the needs and expectations of the related parties (topics in 
Chapter 5.2). 

The risk assessment consists of the following: 1) Risk Identification, 2) Risk Anal-
ysis and 3) Risk Evaluation. The three phases of Risk assessment are followed by 
risk treatment, which includes 1) Selection of treatment options and 2) Preparing 
and implementing risk treatment plans. (ISO 31000) 

It is beneficial to carry out many risk-assessment actions jointly with both safety 
and security domains. This enables the utilisation of common interests and solving 
possible conflicts effectively. Joint actions also promote mutual learning and aware-
ness of risks, which improves resilience as such.  

In addition to the standard risk assessment approach, resilience engineering 
(Hollnagel et al., 2011; Young and Leveson, 2014) may provide framework for inte-
gration. The elements of resilience engineering are preparing, anticipating, monitor-
ing, responding and learning. 

Digitisation means that more and more machines are connected to each other 
and to the internet. The IEC 62443 Cyber Security for Industrial Automation and 
Control Systems series of standards provides guidance on how machine safety can 
also be ensured by providing detailed technical control system component require-
ments (Security Levels, SL), concepts and models. The Security Levels are as fol-
lows: 

• Security Level 0: No special requirement or protection required. 

• Security Level 1: Protection against unintentional or accidental misuse. 

• Security Level 2: Protection against intentional misuse by simple means with 
few resources, general skills and low motivation. 

• Security Level 3: Protection against intentional misuse by sophisticated 
means with moderate resources, IACS-specific knowledge and moderate 
motivation. 
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• Security Level 4: Protection against intentional misuse using sophisticated 
means with extensive resources, IACS-specific knowledge and high motiva-
tion. 

Risk assessment defines the target level for a system, which should be achieved 
by an automation solution. 

The Confidentiality, Integrity & Availability (CIA or AIC) model of Information Se-
curity is designed to guide policies for information security within an organisation. 
The elements of the triad are considered the three most crucial components of se-
curity. In this context, confidentiality is a set of rules that limits access to information, 
integrity is the assurance that the information is trustworthy and accurate, and avail-
ability is a guarantee of reliable access to the information by authorised people. 
(Samonas & Coss 2014) The same three elements may be applied for safety pur-
poses, too. 

Sharing information about incidents within and outside of the organisation is a 
common action to support safety risk management. However, public information 
about cyber-security-related incidents is scarce. There are good reasons to not pub-
licise them, mainly as not to expose the weakness of the protection in general and 
the weak spots in the system especially. The same stands for the detailed results 
of a risk assessment which includes information about the vulnerabilities of the sys-
tem that can be exploited by actors with harmful intentions.  

There are national Information Sharing and Analysis Centres (ISAQs), which 
share anonymous information about security incidents as well as best practices 
within trusted communities. In addition, there is a public initiative to identify industrial 
security incidents that affect control systems. It is called the Repository of Industrial 
Security Incidents (RISI database). 

7.1.1 Risk Identification 

The purpose of risk identification is to recognise and describe issues that might help 
or prevent an organisation achieving its objectives - in this context, safety- and se-
curity-related issues (ISO 31000).  

Integration in risk identification means the recognition and description of incident 
scenarios where safety and security issues influence each other. This may happen 
when a) an accident scenario is caused or affected by intentional actions aiming to 
cause harm b) security is endangered by an (unintentional) accident.  

Accident scenarios consisting of the failures leading to unwanted consequences 
are identified in a safety analysis. The different (unintentional) causes of failure are 
also identified. Integrated risk identification would complement these scenarios from 
the starting point that every failure could also be caused intentionally. The objective 
of complementing the accident scenarios is to describe how it would be possible to 
cause failures intentionally. For example, the six different cyber-attack mechanisms 
known to be used in the chemical and petroleum sector include:  

• Buffer overflow attacks: an attack aimed at overwriting parts of memory data; 

https://searchsecurity.techtarget.com/feature/Experts-say-CIA-security-triad-needs-a-DIE-model-upgrade
https://searchsecurity.techtarget.com/feature/Experts-say-CIA-security-triad-needs-a-DIE-model-upgrade
https://whatis.techtarget.com/definition/confidentiality
https://searchdatacenter.techtarget.com/definition/integrity
https://searchstorage.techtarget.com/definition/data-availability
https://searchstorage.techtarget.com/definition/data-availability
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• Denial of Service attack: an attack aimed at making a machine or a network 
resource unavailable; 

• Code overwriting attack: an attack aimed at reprogramming parts of the soft-
ware code (e.g., attack to program logic controllers - PLCs); 

• Ransomware attack: an attack aimed at publishing the data contained in the 
target machine or perpetually block access to it unless a ransom is paid; 

• Wiper attack: an attack aimed at wiping the hard drive of the target machine; 

• Spyware attack: an attack aimed at gathering information about a person or 
organisation. 

Visualisation of the overall network architecture, including devices in use and ICS 
components, based on complete and correct (up-to-date) documentation, helps in 
the examination.  

Outdated operating systems may also cause a specific risk with limited or very 
few cybersecurity measures, and older ICS components that are increasingly con-
nected to the internet for remote management and monitoring purposes, but are not 
designed for it.  For example, be aware of vulnerability in the process operating 
systems due to built-in capabilities in (e.g., remote assistance and maintenance) 
software- or hardware-enabling digital espionage or sabotage. 

The security analysis produces scenarios related to security threats. These may 
be complemented by identifying how different accidents (scenarios) may affect se-
curity, for example, different means of protection. In addition to accidental technical 
failures, it should be noted that a major accident could easily cause a disordered 
situation in which security management is also threatened. 

In addition, connections of different risk scenarios should be identified, including:  
• Overlapping nodes  

• Dependencies (within the company and as a result of interdependencies with 
other companies in the chemical cluster you are in) 

• Technical dependencies of safety and security barriers. 

The consequences of cyberattacks may be as follow (BSI, 2016):  
• Loss of availability of the ICS / loss of production  

• Data leakage / loss of know-how (intellectual property)  

• Physical damage to facilities  

• Triggering of safety procedures or interfering with safety systems  

• Deterioration of product quality 

• Reputational damage 

This list is similar to the potential consequences of accidental failures. All of these 
may also have consequences on safety. Losses, damages, and product quality is-
sues may have evident direct potential safety consequences. In addition, interfering 
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with safety systems may, for example, cause false alarms, which induce false, pos-
sibly harmful, reactions. Data leakage may enable, and reputation damage may at-
tract sabotage or terrorism.   

In order to carry out risk identification, for example, a physical security expert and 
a cybersecurity expert could be included in the hazard and operability study (Hazop) 
team and to provide those security-related risk assessments that could be inte-
grated into the same Hazop.  Similarly, other methods, such as Process Hazard 
Analysis (PHA), Failure Modes, Effects and Criticality Analysis (FMECA), Fault Tree 
Analysis (FTA), Bow tie, What If- analysis, etc. can be used in integrated assess-
ments of safety and security risks. 

In principle, normal safety risk assessment processes, such as hazard and oper-
ability studies (HAZOP) and process hazard risk analysis (PHR), are not sufficient 
to address cybersecurity threats to automation and control systems since they do 
not, in general, consider multiple contingencies (i.e., several dangerous events oc-
curring at once) or take into account malicious intents that are typical of a cyberat-
tack. 

There are several examples combining safety and security risk assessments 
(Chockalingam et al., 2017; Kavallieratos et al., 2020; Langner, 2013). HAZOP 
could be adequately applied for IMSS purposes since it is already carried out by a 
suitably experienced multi-disciplinary team during a series of meetings. The 
HAZOP technique is qualitative and aims to stimulate the imagination of participants 
to identify potential hazards and operability problems. Security scenarios can be 
brought in by security experts to complement the HAZOP analyses. Examples about 
security applications of PHA (Marszal & McGlone, 2019) and HAZOP (Wei et al., 
2016) are available. 

In addition, specific dynamic and systemic risk assessment methods for the inte-
gration of safety and security risks have been developed. These include, for exam-
ple, STPA-sec. (System-Theoretic Process Analysis), which is a top-down safety 
hazard analysis method, based on systems theory, especially aimed at safety-criti-
cal cyber-physical systems. STPA-sec has been extended to also include security 
analyses. (Schmittner et al., 2016; Friedberg et al., 2017; Pereira et al., 2017; Sa-
baliauskaite et al., 2018). These extended STPA methods have been applied espe-
cially to cyber-security issues. 

Different descriptions and documentation are normally used for risk identification. 
For example, Piping and Instrumentation Diagram (PID) is used in HAZOP and lay-
out drawings are used in other studies. Similarly, system network architecture draw-
ings may be used for cyber-security risk identification (see, for example, HSE OG 
0086). For the identification of physical risks integrating security and safety, for ex-
ample, the layout information is important. For the identification of risks integrating 
cyber-security and safety, information about connections between information sys-
tems, control systems and process equipment and their operation is important. 

It is important that the documents used for risk identification are up to date, and 
even more important is to know if they are not. Therefore, it is necessary that the 
risk identification team includes those who know the current state of the plant. It 
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should not be expected that people always follow the rules, neither security, nor 
safety rules. 

HSE has published guidelines in an Operational Guidance (OG 0086) for Inspec-
tion Cyber Security for Industrial Automation and Control Systems on major acci-
dents in the workplaces. Self-assessment checklists to address the major cyber-
attack avenues for protecting ICS are also available.  These aid in identifying the 
most-common potential threat scenarios and known countermeasures. 

7.1.2 Risk Analysis 

Risk analysis involves a detailed consideration of uncertainties, risk sources, con-
sequences, likelihood, events, scenarios, controls and their effectiveness (ISO 
31000). Risk analysis defines the risk level of different scenarios considering differ-
ent factors affecting the risk level and the certainty of the risk-level estimation. The 
level or numeric value of risk is commonly determined as a function of likelihood 
and extent of consequences - typically a product, if calculated. The risk level is usu-
ally presented in the risk matrix with the likelihood and consequence dimensions. 
Uncertainty related to the risk-level assessment increases the risk level. 

The assessment of the severity of potential consequences is similar for both 
safety and security incident scenarios:  in the end, it will end up with the evaluation 
of human, material or immaterial losses, including environmental harm. In this 
phase, the potential extent of the harm is evaluated (lost lives, amount of lost mate-
rials and production, etc.) and the value of the harm will be assessed in the risk-
evaluation phase.  

The assessment of likelihood concerning safety- and security-related causes are 
different. The likelihood of an accidental failure is assessed by the reliability of com-
ponents or operation with a specific solution in the specific use and specific operat-
ing environment. In many cases, this can be fairly reliably done. The likelihood of 
intentionally caused failures could be assessed on the basis of vulnerability and 
protection against external or internal intentional attempts at damage. 

A reasonable assessment of likelihood requires information about occurred fail-
ures. In the case of rare events, such information does not exist. Therefore, the 
likelihood of many security-related issues cannot be reliably assessed. It is reason-
able only in regions and cases where certain intentional security violations are re-
curring. The limitation of rare events applies also to certain safety-related cases, for 
example, when newly developed technology is used.  

Assessments of likelihood and severity may be done with (more or less) absolute 
scale, indicating the true likelihood and extent of consequences. Alternatively, the 
risk may also be assessed with a relational scale, comparing the likelihood and se-
verity of different scenarios with each other.  
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7.1.3 Risk Evaluation 

Risk evaluation involves comparing the results of the risk analysis with the estab-
lished risk criteria to determine where additional action is required (ISO 31000). Risk 
evaluation determines acceptability of the risk related to each risk scenario, taking 
into account existing and planned means to mitigate the risk. It includes a decision 
on what risk level is acceptable in general and in each individual case. The purpose 
of risk evaluation is to identify the risks that still require additional mitigation actions. 

 
Risk assessments done in the risk analysis phase always include more or less 

uncertainty. Assessments that have been done on the same basis can be compared 
with each other in the risk evaluation phase, but assessments that have a different 
basis cannot be compared as such. A different basis can mean significantly different 
uncertainty of assessments (i.e., different information basis) or a different basis of 
likelihood assessment (e.g., reliability vs. vulnerability, as presented above). There-
fore, in most cases, security and safety risk assessments should not be compared 
with each other in the risk evaluation phase. Instead, it should focus on searching 
for the weakest points of either to be improved. The greater uncertainty in the risk 
assessment also means greater risk, which should be taken into account in the risk 
evaluation. For example, if two scenarios have the same risk level assessments, 
but the assessment of the other is (significantly) more uncertain, the risk is also 
actually higher.  

A specific method to support the safety risk evaluation is a Layer of Protection 
Analysis (LOPA), which evaluates the risk of each identified scenario. The purpose 
of a LOPA is to determine whether there are sufficient layers of protection, or inde-
pendent layers of protection (IPLs), to protect against an accident scenario. The 
number of IPLs required depends on the complexity and potential severity of the 
consequence(s) of an accident scenario. The LOPA gives a clear picture of the 
weaknesses and strengths of the Safety Instrumented Systems. Since the layers of 
protection approach is also used for security risk management, it could be fruitful to 
integrate these safety and security activities. 

Criticality of the component or operation is a criterion, which is common to the 
safety and security in integrated scenarios. Criticality defines how big of a role the 
component or operation would have in the development of unwanted conse-
quences. Most critical components cause catastrophic consequences immediately 
and inevitably if they fail. In integrated risk scenarios, critical parts are critical from 
both safety and security viewpoints, and thus also require equal attention from both 
viewpoints.  

Certain safety related features that rely on instrumentation are called safety in-
strumented systems (SIS), and the following design standards give a systematic 
approach that is internationally recognised as a best practice:  

• IEC 61508: Functional safety of electrical/electronic/programmable elec-
tronic safety-related systems. This standard is focused towards manufactur-
ers and suppliers of devices.  
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• IEC 61511: Functional safety – Safety instrumented systems for the process 
industry sector. This standard is focused towards system designers, integra-
tors and end users.  

Both standards give guidance on how to achieve suitable reliability for these 
safety instrumented systems (risk graph method, layer of protection, etc.). The re-
quired reliability is called the safety integrity level (SIL) (which is numbered 1 to 4) 
and such systems are usually considered to be safety critical.  

A high SIL rating means a more demanding safety function, requiring more so-
phistication in the equipment (for example, SIL 4 is usually used in the nuclear in-
dustry) and would require duplication/redundancy/diversity in the instrumentation so 
that no single component could cause the overall system to fail. In the control sys-
tem security management (IEC 62443), required security levels are determined sim-
ilarly (see Error! Reference source not found.). Connection of these two activities 
could be beneficial.   

7.1.4 Risk Treatment 

The purpose of risk treatment is to select and implement options for addressing risk. 
Risk treatment involves an iterative process of a) formulating and selecting risk 
treatment options, b) planning and implementing risk treatment, c) assessing the 
effectiveness of that treatment, d) deciding whether the remaining risk is acceptable, 
e) if not acceptable, taking further treatment. In general, the options are: avoiding 
the risk by deciding not to start or continue with the activity that gives rise to the risk; 
taking or increasing the risk; removing the risk source; changing the likelihood; 
changing the consequences; sharing the risk; or retaining the risk by informed de-
cision. (ISO 31000) 

Integration in risk treatment means: 1) selection or development of options that 
would treat both safety and security risks and 2) selection or development of options 
that are not in conflict with each other. Therefore, it would be best if the risk treat-
ment selections and planning could be carried out jointly with both safety and secu-
rity domains – including cybersecurity. At least, all domains should be aware and 
able to comment on the plans of other domains. Cooperation should be fluent, since 
quick and targeted interventions are required as much as possible for cybersecurity 
due to the dynamic character of security threats. 

In safety risk treatment, the options that completely eliminate the risk are the first 
priority. This means, for example, replacing hazardous chemicals or processes with 
safe ones. This also eliminates security threats related to these hazards. Risk treat-
ment options, which decrease the (inherent) hazardousness of chemicals and pro-
cesses, also have a similar integrated effect. 

Procedural controls – that is, rules, warnings and guidance – are generally the 
least preferable risk-treatment options, since they are less reliable: people make 
errors or break rules more often than appropriate technology fails. The same stands 
for both safety and security rules. However, people have an excellent ability to iden-
tify and control both failures as well as malpractices if they are motivated to do so. 
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It may be difficult to motivate all people to look after each other at the workplace, 
but in the name of safety, it might be easier than in the name of security.  

A multi-layered defence, in-depth strategy with redundancies in protective barri-
ers at all levels is typically used for IT systems. Defence in Depth is an approach to 
cybersecurity, in which a series of defensive mechanisms are layered in order to 
protect valuable data and information. If one mechanism fails, another mechanism 
steps up immediately to counter an attack. This multi-layered approach with inten-
tional redundancies increases the security of a system as a whole and addresses 
many different attack vectors. This can be applied to all levels of IT systems. It could 
be examined how such security defences could also serve safety and, on the other 
hand, if they are in conflict with safety.  

At the level of implementing countermeasures, there is a lot of coherence with 
the safety measures taken. Both security and safety have a preventive effect. For 
example, various access control measures are primarily designed to prevent unin-
tentional human actions, such as keeping unqualified personnel away from en-
closed spaces. Another example is a compartmentalisation plan designed to keep 
a fire local.  

There may also be seemingly conflicting objectives between the different plans. 
From a security perspective, it is often the intention to make it more difficult for un-
authorized persons to escape; while, from a company emergency assistance per-
spective, open escape routes are of great importance. In the elaboration of the 
measures, both objectives should be taken into account and must be met. The se-
curity process also includes intervention activities to stop unauthorised actions and 
unauthorised persons. Most of these activities can be included in the preventive 
column of the safety chain, because this prevents the offender from achieving the 
undesired effect (i.e., loss of containment).  

7.2 Objectives of Integrated management and planning to 
achieve them 

Integration of safety and security management is not a target as such. The actual 
target is improved safety and security management. Targets for improvements be-
cause of integration activities should be set as well as targets for fulfilment of the 
related activities. There should not be integration targets which cannot be justified 
with improvements in safety or security. 

Ensuring the achievement of integration targets is a leadership task. It should be 
determined if some additional activities; knowledge, learning or resources would be 
needed to ensure planned integration. The following general guidance should be 
followed. 

The organisation will determine the IMSS targets for the relevant levels and roles. 
IMSS targets must adhere to the following:  

• Be consistent with IMSS policy;  

• Be measurable (if workable);  
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• Take the applicable requirements into account;  

• Be monitored;  

• Be carried out;  

• Updated when necessary.  

The organisation will document information relating to IMSS targets.  
When planning how to achieve IMSS targets, the organisation will determine the 

following:  
• What must be done;  

• What resources are needed;  

• Who is responsible for carrying out the activities;  

• When the activities must be completed;  

• How the results should be assessed. 

7.3 Planning of changes 

Changes taking place at a plant increase the uncertainty for a certain amount of 
time. This uncertainty increases the vulnerability to both safety and security issues. 
An increase of vulnerability is the same for both physical and organisational 
changes, even though the potential issues are different. 

When integrating safety and security management, it should be especially con-
sidered how integrated safety and security management should be arranged in dif-
ferent possible states of change. This would form a basis for a specific integrated 
risk management, which should be included in the planning and management of all 
changes. It should be noted that the integration is a significant change as such, too. 

Since many changes happen gradually at the plant, it is necessary to update risk 
assessments periodically – with the integrated process. Changes in operating envi-
ronment may appear, maintenance may use changed replacement components or 
software updates, and operation practices will change gradually if not controlled.  
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8. Support 

 
Guiding Principle “Resources need to be provided to support the management 
system, including providing competent people, appropriately maintained infra-
structure and environment. Document control and records management have 
been replaced with documented information, where the organisation determines 
what documentation is necessary and the most appropriate medium for that doc-
umentation.” 
 

 
Specific integration activities require additional resources and competence. How-
ever, established integrated management should require fewer resources or would 
gain better results with the same resources and improved competence, compared 
to separate safety and security management.  

Integration efforts require an investment in time and budget, above existing re-
sources for their independent management. In addition, existing policies, and com-
munication thereof, need to be clarified concerning relevant cross references and 
overlaps. Employees need to know how they can contribute and understand the 
importance of their contribution. Therefore, they need to understand relevant policy 
documents and feel no restrictions to act accordingly. However, since even the sep-
arate management systems and instructions require updating, all resources needed 
for integration cannot be counted as additional.   

8.1 Resources 

Additional time allocated for the personnel, money for different expenses and even 
hiring new personnel is required during the integration process. Additional re-
sources are needed for preparing and learning new integrated practices and tools. 
Integration process also requires additional leadership. 

8.2 Competence 

Management and safety and security experts need to have the ability to resolve 
conflicts between safety and security aspects. They should be ready to learn about 
the other topic when necessary and to find solutions, which are satisfactory from 
both viewpoints. Crossing disciplinary boundaries might require support from senior 
managers, which would require that managers sufficiently understand both topics 
and promote multidisciplinary collaboration. 

Safety and security management and experts should learn to communicate about 
their subject in a way that non-experts find it easy to understand. Mutual under-
standing between safety and security domains is essential, and all management 
should be able to understand the safety and security basis of their decisions.  
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All management should learn to answer the questions concerning the integration 
according to their role in the organisation.  

All personnel should learn the new integrated practices and understand why they 
have been implemented (e.g., common goal, similar means, solving conflicts). They 
should also learn the remaining separate safety and security practices and under-
stand why they remain separate (e.g., different nature of threats and different re-
quirement for transparency of information). The basis for this is that personnel un-
derstand different aspects of safety and security, for example occupational and pro-
cess safety and physical and cybersecurity. 

There might be the use for specific integration expert support, who, for example, 
search for the best integration practices or external expertise when required.  

It should be ensured that in any integrated activities (e.g., risk assessment), there 
should be competent representation of all safety and security domains, including 
cybersecurity. 

Senior managers, and those who take care of procurements regarding IT sys-
tems, would need to have a broad understanding regarding the convergence of 
risks. As there are increasing interests in obtaining real-time data from the industrial 
processes, also for the use of the organisation’s business, it would also be important 
to increase the knowledge regarding the risks and vulnerabilities. 

8.3 Awareness 

Employees who perform activities under the authority or instructions of the company 
need to be aware of the following: 

• Company’s integrated safety and security policy, which includes also guiding 
principles for integration 

• The contribution they are expected to make towards the effectiveness of 
IMSS, including the benefits arising from improving the performance of 
IMSS. 

• The consequences of non-compliance with the IMSS requirements. 

The specific subjects that everyone should especially be aware of related to in-
tegration are as follows: 

• The odds of a cyberattack causing or threatening with a major incident re-
lated to hazardous chemicals are increasing and should be taken seriously.  

• Both safety and security aspects should be taken into account in all activities 
in an integrated manner in order to utilise possible synergies and to solve 
possible conflicts. 

• Continuous collaboration between safety, security and cybersecurity do-
mains is required to establish integrated management, but also to build mu-
tual trust and understanding. 
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• Vulnerability to both safety and security incidents especially increases at 
states of change and emergency situations requiring additional situational 
awareness concerning safety and security. A threat is that when you need 
to focus on safety you forget security, and vice versa. 

8.4 Communication 

Communication is an essential part of both the integration process and integrated 
activities. In order to make it happen, official channels and occasions need to be 
established. Especially strategic and operational management and risk manage-
ment activities require taking both safety and security formally on agenda, and open 
and understandable communication. 

Security aspects may require a limit on communication about certain content and 
within certain groups. Such limitations should be carefully and understandably jus-
tified and all personnel should be made aware of these reasons. In general, the 
openness of communication is for good. Management may promote this by setting 
a good example and by requesting it regularly. 

It should be noticed that communication is a two-way process, which includes 
both sharing and receiving information. In addition, understanding those who are 
being communicated with, improves the chance of successful communication. This 
is particularly important in integration and integrated activities. 

The company must determine the need for internal and external communication 
which is relevant to IMSS, including the following: 

• The information to be communicated (e.g., relevant IMSS documentation, 
policy) 

• When the information should be communicated; 

• To whom the information should be communicated; 

• Weaknesses and strengths of different communication methods;  

• Enhancing communication to enable interdisciplinary cooperation and team-
work. 

8.5 Documented information 

The management of safety and security requires sufficient documentation and mul-
tiple documents. When a document of either domain is changed, it should be 
checked to see whether the changes affect documents of the other domain. 
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9. Operation 
 
Guiding Principle “Processes for operations, along with appropriate acceptance 
criteria is required along with contingency plans for non-conformances, incidents 
and emergency preparedness. Change management and control of external pro-
viders (such as contractors, outsourced processes, procurement etc.) is 
needed.” 
 

 
Operation primarily means putting the plans into practice. Management and lead-

ership are required for this. In general, this means organising, leading, and control-
ling. There should be plans for different foreseeable situations: normal operation, 
changes and incidents. Both the internal operations and external providers of the 
plant are included. In addition to general plans, sufficient planning of each operation 
is needed before starting it. Even the standard processes should be checked. Con-
trolling includes identification and resolving possible conflicts between safety and 
security in operations. 

Situational awareness is important during operation, especially for safety and se-
curity. It should be rapidly recognised, when exceptional action is required. For ex-
ample, specific check lists and simple rules may be used in different operations to 
identify hazards and ensure safety and security (in addition to relevant technical 
measures).  

It is impossible to prepare detailed plans for each exceptional situation. In such 
situations, a good understanding of both safety and security aspects, and their con-
nections, is essential. Since neither safety nor security are often an intrinsic target 
of operation (instead, the product and effectiveness are), strong compatible safety 
and security cultures are needed to guide operations, in addition to instructions and 
rules during both normal and exceptional operations. Collaboration between safety 
and security domains should not be neglected; this is especially important to re-
member in exceptional situations. 

In the following, practical aspects, regarding securing production processes 
against a cyberattack, are presented: 

• Many of the ICS systems are now connected to the internet, despite the fact 
that they are not initially designed for this purpose, with few obstacles pre-
venting unauthorised access. Network segmentation can prevent this link. 
That means the process operating system is on a separate network without 
an internet connection, and without such a connection being present (e.g., 
to occasionally connect the process operating system to the internet to 
download or send something). A more legitimate reason for this may be to 
remedy faults remotely, enable remote management or simply monitor the 
process. If you choose that, the virtual private network (VPN) connection 
must be used, and it must be extremely secure. 

• It is important to keep the ICS systems that contain (potential) vulnerabilities 
up to date. It may happen that companies perform updates of the required 
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patches, but only when the production is stopped due to a maintenance shut-
down. This means that the system is vulnerable during the period from the 
release of a critical update to the installation of it in the stop of the production 
process. Planned production shutdowns may occur only a few times a year. 
Some minor stops may occur more frequently. This means that during these 
three months between stops, a system may not be eligible for an update. It 
is important to realise that, during this period, the systems are vulnerable. In 
exceptional cases, an update will only be carried out if there is no other op-
tion, only if it is necessary for the production process. This leaves a system 
vulnerable indefinitely. It goes without saying that such a situation is ex-
tremely undesirable and should be avoided. 

• Operators may have access to the ICS from home via a VPN connection and 
perform the same actions as from the plant control room. Through this con-
nection, they are able to control processes at the factory from home, such 
as opening or closing valves, or making changes to the process system. A 
VPN connection is often believed to be secure, but when the VPN connection 
is set up from an infected computer, the infection could spread and propa-
gate through the IT network. If a company has a constant connection be-
tween process automation and office automation, and a hacker succeeds in 
entering office automation, it may be possible to take over the process con-
trol system as well. Not all systems make it possible to immediately perform 
different kinds of actions in the system from a computer. Many systems re-
quire physical actions, such as opening a valve physically. Cooperation be-
tween an operator behind a computer and an operator in the field is often 
necessary. When it is possible to perform actions only from the computer, a 
mechanical protection can be built into the system, such as a physical limi-
tation or an alarm system that indicates, for example, that there is too much 
pressure in the system building up. It is often the case that the process con-
trol system can only be accessed when the relevant ports become manually 
opened up. This is only done on instructions from the shift supervisor or in-
stallation manager on duty. This is a time when the system is vulnerable and 
could theoretically be the target of an intrusion. The intruder then runs into 
other security measures in the system and, therefore, cannot simply take 
control of the system. These physical and mechanical limitations build a cer-
tain degree of security in the system. As a result, it is not simply possible to 
let a tank storage overflow, for example explode or execute other wild sce-
narios on a chemical installation. However, systems can indeed be seriously 
damaged by such sabotage attacks. 
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10. Performance evaluation 

 
Guiding Principle “Evaluation, data analysis, and monitoring and measurement, 
including the Evaluation of Compliance (Legal and other), is required. Internal 
Audits and Management Reviews are to be conducted.” 
 

 
Performance monitoring and evaluation is important for both the motivation and to 
find needs for improvement. Typically, performance is evaluated with predefined 
indicators or measures against targets. Evaluation includes continuous monitoring 
and measurement, periodic management reviews, and internal and external audits. 
Deviation reporting and improvement proposals are part of continuous monitoring 

When incident and deviation reporting and improvement proposals are estab-
lished in the origination, it is essential to handle the reports and proposals efficiently 
and transparently, learn from them, and implement improvements. This requires an 
adequate management system, tools and resources. 

Once it has been decided to establish integrated safety and security manage-
ment, both the performance of the integration process and the integrated operations 
should be included in both the continuous monitoring and periodical evaluations. 

The integration process includes different tasks and their fulfilments is a natural 
evaluation object (integrated risk assessments, revised instructions, integrated 
trainings, communications, etc.). Resolved conflicts and other improvements are 
other tasks.  

The expected impacts of integration include improved safety, security and sav-
ings because of exploitation of synergies and solving deficiencies. The number and 
severity of occurred safety and security incidents is a typical measure for safety and 
security, but the use of such measure is problematic in many ways. A better proac-
tive measure is, for example, the realisation of different means to ensure safety and 
security (e.g., safe and secure behaviours and the upkeep of technical measures). 
Safety and security cultures, including their interlinking, may be assessed periodi-
cally. Used resources is still another measure, but it should be always compared to 
effort and results.  
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11. Improvement 

 
Guiding Principle “Organisations are required to address non-conformities and 
incidents, and take action to control, correct, deal with consequences, and elim-
inate the cause. The organisation has to improve the suitability, adequacy and 
effectiveness of the management system.” 
 

 
The aim of integration is to improve safety and security management as such. Im-
provements are necessary to fix the deficiencies in the system, improve the perfor-
mance and to adapt changes in operating environments. Assessment of the need 
for improvements is based on performance evaluation (see Chapter 9 above). Im-
provement is the final phase of the ‘Plan-Do-Check-Act’ management cycle, com-
plementing management as a continuous improvement cycle. When improvement 
in safety and security management is considered and planned, its connections 
should be taken into account as presented in this document. Improvements for re-
solving the conflicts between safety and security and taking advantage of synergies 
are the primary focus when considering integration. 
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words=Blaster+Worm+Infects+Chemical+Plant/ 
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words=Sasser+Worm+Causes+Loss+of+View+in+Chemicals+Plant/ 
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chi+Worm+on+Advanced+Process+Control+Servers/ 
 
https://www.risidata.com/Database/Search_Results/search&keywords=Blaster+In-
fects+Onshore+Oil+Production+Control+System/ 
 
https://www.risidata.com/Database/Search_Results/search&key-
words=Sasser+Worm+Infection+in+Process+Control+System./ 

RANSOMWARE ATTACK 

https://www.chemistryworld.com/news/hexion-momentive-and-norsk-hydro-all-hit-
by-ransomware-cyberattacks/3010328.article 

WIPER ATTACK 

https://www.cybersecurity360.it/nuove-minacce/saipem-attacco-di-cyber-sabotag-
gio-contro-leinfrastrutture-critiche-che-ce-da-sapere/ 
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https://www.risidata.com/Database/Search_Results/search&keywords=Slam-
mer+Infected+Laptop+Shuts+Down+DCS/ 

SPYWARE ATTACK 

https://techerati.com/news-hub/bayer-cyber-attack-malware-china/ 

CODE OVERWRITING ATTACK 

https://futurism.com/saudi-arabia-cyberattack 
 
https://www.risidata.com/Database/Search_Results/search&keywords=Mal-
ware+Targets+Uranium+Enrichment+Facility/ & https://en.wikipedia.org/wiki/Stux-
net 

https://www.risidata.com/Database/Search_Results/search&keywords=Slammer+Infected+Laptop+Shuts+Down+DCS/
https://www.risidata.com/Database/Search_Results/search&keywords=Slammer+Infected+Laptop+Shuts+Down+DCS/
https://techerati.com/news-hub/bayer-cyber-attack-malware-china/
https://futurism.com/saudi-arabia-cyberattack
https://www.risidata.com/Database/Search_Results/search&keywords=Malware+Targets+Uranium+Enrichment+Facility/
https://www.risidata.com/Database/Search_Results/search&keywords=Malware+Targets+Uranium+Enrichment+Facility/
https://en.wikipedia.org/wiki/Stuxnet
https://en.wikipedia.org/wiki/Stuxnet
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